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The HP OpenView Resource and Performance Management Products are a set of products which address the wide variety of proactive and reactive resource needs.

MeasureWare

The MeasureWare Agent logs and proactively alarms on approximately 300 metrics. The collection is performed at fixed intervals, 5 minute data for global and application data, and one minute intervals for process data. The data logged at the interval is a summarization of all of the activity during the interval. The number of metrics collected and the logging interval were chosen to provide the required information to proactively manage the enterprise, allow retroactive performance analysis or historical reporting and trending, at a low overhead on the system being managed. MeasureWare uses only 2-3% of the CPU over time to acquire and log the data.

GlancePlus

GlancePlus is a real time diagnostic tool. It can collect approximately 1000 metrics at adjustable intervals down to one second. GlancePlus is intended to provide a large amount of detail information, collected at short intervals. This level of data can be used to analyze current performance problems, bottlenecks in the system and give the information on why the system, application or a process is having or causing a problem. Diagnostic tools like GlancePlus may also be used to analyze information during application development and in test environments like benchmark optimization. 

Since data collection of data is more frequent, and for a wider variety of metrics, GlancePlus may introduce more overhead to the system. The concept is that GlancePlus will be run at a short interval when you are attempting to resolve a current problem and need the quantity of metrics at a short interval to do this. In this case the slight increase in overhead is acceptable. 

As you can see, the two products are designed to address two different business needs. MeasureWare for continuous, low overhead, collection of the metrics required to proactively alarm and report on the resource utilization of the enterprise. GlancePlus for reactive drill down diagnostic.

This brings us to the scenario where the customer requires the ability to proactively alarm and continuously log, at various intervals, metrics which are not collected by MeasureWare, but which are available through GlancePlus. This paper explains how this task may be accomplished through the use of GlancePlus in "advisor only" mode. The data retrieved from GlancePlus in this way may then be passed to MeasureWare through the use of DSI. Proactive alarms may be set and these additional metrics logged in combination with any other MeasureWare metrics to resolve specific business problem.

As stated earlier, GlancePlus is a very extensive tool for on-line real-time diagnostics. The product comes with a character mode version, which you invoke by executing glance, and a Motif version, which you invoke by executing gpm. Both tools provide real-time data, with data collection intervals down to 2 seconds for glance and 1 second for gpm. GlancePlus provides the ability to look at data from a system, application, process and down to transaction level.

The glance character mode program supports a batch mode command line interface, which can be used to access any of the available metrics and store them in an ASCII data file, or to pass them on to MeasureWare via DSI for correlation with the other MeasureWare data sources.. Using the adviser_only option (1), glance will retrieve the requested data, at the requested interval and send it to a file, without starting the glance screen interface. This implementation uses very little system resources to provide the data required. The following is an example of invoking glance from the command line and outputting data to an ASCII file.

glance -j 2 -adviser_only -syntax /tmp/adviser_sample >>process.log

The adviser_sample file looks like this:

PROCESS LOOP PRINT proc_cpu_total_util, proc_mem_res, proc_io_byte_rate

This file potentially can contain any information collected by glance, which is at the global, application, process and transaction level. For a complete list of glance metrics, print the file:

HP-UX 9.X

/usr/perf/paperdocs/gp/C/metrics.lj

HP-UX 10.X

/opt/perf/paperdocs/gp/C/metrics.lj

This file ships with each release of GlancePlus.

In the sample above three metrics were selected from an extensive list of process metrics. The sample will output these three metrics for each process during every 2 second interval. An additional benefit of retrieving process data in this manner is that 'walking' through the process table in this fashion is far more efficient then the ps command.

Now that we have access to the glance metrics at our desired interval, it is important to log that data in a way that we may proactively alarm and then be able to display the data in correlation with all the other metrics being collected to resolve a problem. 

The MeasureWare Agent is the tool for continuos storage of collected information from a wide variety of datasources. The default collection contains a selection of metrics at the global, application, process and transaction level. For a complete list of the metrics collected by MeasureWare print the file:

HP-UX 9.X

/usr/perf/paperdocs/mwa/C/metdict.lj

HP-UX 10.X

/opt/perf/paperdocs/mwa/C/metdict.lj

Again, the most current list of metrics, and their definitions, ships with the product.

With the MeasureWare DSI (Data Source Integration) interface we can feed in ASCII numeric data together with the other information and have them become an extension to the MeasureWare log file set. The DSI data will be time stamped which then gives us the ability to graph and report the data in time correlation with the other MeasureWare data sources. 

The data can be analyzed with the graphical tool PerfView, which will graph any of the data from any combination of data sources, summarized at a 5 minute detail level. With the utility extract we can export data from the collected information at the detail level of the collection. For instance, data collected with DSI at a 5 second interval will be graphically displayed in PerfView at the 5 minute average level, while with extract we can get all the recorded information at the 5 second interval. The data may be exported in ASCII, binary, CSV or spreadsheet format for reporting or importing into a subsequent package. 

The steps to achieving this functionality are:

1. Decide which GlancePlus metrics you wish to sample and log 

2. Create a DSI specification file describing the logging interval, the size of log file and the metrics you wish to log. 

3. Compile the specification file using sdlcomp (2) to create an empty DSI log file set. 

4. Create a GlancePlus advisor file to print the required metrics in the order specified in the DSI specification file. 

5. Execute GlancePlus in advisor only mode, using the advisor file and pipe data into the dsilog process which in turns writes to the DSI logfile set. 

6. Add your new data source to the MeasureWare perflbd.rc file so when MeasureWare starts, a repository server for your new data source also starts. 

7. Restart MeasureWare to start the repository server for your data source.

8. Add any alarm definitions you wish, based on your data source, to the alarmdef file.

9. Indicate to MeasureWare to reprocess the alarmdef file to include your new definitions.

10. Create custom PerfView graph templates for reuse with your new data.

The following is an example of feeding glance data into DSI and displaying this data with PerfView or extract.

1. Decide which GlancePlus metrics you wish to sample and log.

Suppose we have decided to collect three system table utilization metrics:

TBL_PROC_TABLE_UTIL, TBL_FILE_TABLE_UTIL, TBL_SEM_TABLE_UTIL. 

These metrics represent the process table utilization (nproc), the file table utilization (nfile) and the semaphore table utilization, (semmns) 

2. Create a DSI specification file describing the logging interval, the size of log file and the metrics you wish to log.

The following DSI specification file will be saved as /var/opt/perf/dsisources/tables.spec, although it may be kept in any directory. It is a good idea to keep your customized data sources separate from the MeasureWare data, so in this case we have created a new directory for DSI data sources called dsisources.

The contents of the specification file would be as follows:

# @(#) System Table Data  A.00.00  (or any comment you wish

CLASS tables = 2000 

LABEL "Sys_Table_Util"INDEX BY DAY

MAX INDEXES 366

RECORDS PER HOUR 12

ROLL BY DAY;METRICS

TBL_PROC_TABLE_UTIL = 100

LABEL "Process Table Util"AVERAGED

PRECISION 1 ;TBL_FILE_TABLE_UTIL = 102

LABEL "Open File Table Util"AVERAGED

PRECISION 1 ;TBL_SEM_TABLE_UTIL = 104

LABEL "Semaphore Table Util"AVERAGED

PRECISION 1 ;

3. Compile the specification file using sdlcomp to create an empty DSI log file set.

The command to create an empty DSI log file set to our specification is:

sdlcomp /var/opt/perf/dsisources/tables.spec /var/opt/perf/dsisources/tables

where table.spec is the name of our specification file and tables is the name of the logfile.

The output from this compile will be an empty DSI log file set, ready to receive the system tables data. The files will be placed in the directory you executed the compile from. In this case we will assume /var/opt/perf/dsisources. The files which make up this log file set are:

/var/opt/perf/dsisources/tables
set file name (use in all future DSI reference)

/var/opt/perf/dsisources/tables.TABLES
log file name (this file will contain the data, but access the data through the set file name)

/var/opt/perf/dsisources/tables.desc
log set description file (for DSI internal use only)

4. Create a GlancePlus advisor file to print the required metrics in the order specified in the DSI specification file.

The GlancePlus advisor file, which tells GlancePlus which metrics you wish to print, would contain the following:

print TBL_PROC_TABLE_UTIL, TBL_FILE_TABLE_UTIL, TBL_SEM_TABLE_UTIL 

Save the file as /var/opt/perf/dsisources/tables.advfile. 

5. Execute GlancePlus in advisor only mode, using the advisor file and pipe data into the dsilog process which in turns writes to the DSI logfile set.

nohup glance -j 60 -adviser_only -syntax /var/opt/perf/dsisources/tables.advfile | dsilog /var/opt/perf/dsisources/tables tables &

The above command takes the table metrics from glance at a 60 second interval and feeds this information into the DSI log file set tables, and the class tables. You are now collecting data.

NOTE: if you wish to automatically begin this data collection each time the system boots, add the above line to execute GlancePlus to some system startup script. 

6. Add your new data source to the MeasureWare perflbd.rc file so when MeasureWare starts, a repository server for your new data source also starts.

The file /var/opt/perf/perflbd.rc informs MeasureWare which data sources you wish to create a repository server process for each time you start MeasureWare. The repository server process is necessary for PerfView to be able to access the data for graphing and alarming. By default the perflbd.rc file will contain one entry, which is to start the repository server process for MeasureWare's scope log file set. You will want to add you new data source to this file. As you continue to create new data sources this file will have one record for each new data source.

Once you have added your entry the file should contain:

DATASOURCE=SCOPE LOGFILE=/var/opt/perf/datafiles/logglob

DATASOURCE=TABLES LOGFILE=/var/opt/perf/dsisources/tables

7. Restart MeasureWare to start the repository server for your data source.

To have MeasureWare read this file and create your new repository server process, you must restart MeasureWare by having root access and entering:

mwa restart

MeasureWare will take between 1-7 minutes to restart all the process. You will then see your new repository server process, as well as you dsilog process which was started earlier, along with all the other performance processes by entering perfstat.

8. Add any alarm definitions you wish, based on your data source, to the alarmdef file.

You may now create alarm definitions based on your new data sources by adding your new alarms to the /var/opt/perf/alarmdef file. This is the default alarmdef file MeasureWare will look for when starting. When you install MeasureWare a sample alarmdef is installed. It contains many good alarms, based on combinations of metrics, to give you true indicators of bottlenecks. If you wish to keep your alarms in a separate file, you may just add an include statement to the end of the system alarmdef file, which will point to the location of your secondary alarmdef file (3). In either case, the syntax of a possible alarm may look like this:

alarm TABLES:TABLES:TBL_PROC_TABLE_UTIL > 80 for 30 minutes

  TYPE="TABLES"  

 start         

IF TABLES:TABLES:TBL_PROC_TABLE_UTIL > 90 then        {         

RED alert "Process table utilization is at",

TABLES:TABLES:TBL_PROC_TABLE_UTIL, "%"         

exec "echo 'Process table utilization > 90%' | mail root"       

 }      

ELSE       

YELLOW ALERT "Process table utilization is at",

TABLES:TABLES:TBL_PROC_TABLE_UTIL, "%"  

REPEAT EVERY 120 MINUTES     

IF 

TABLES:TABLES:TBL_PROC_TABLE_UTIL > 90 then     {     

 RED alert "Process table utilization continues at",

TABLES:TABLES:TBL_PROC_TABLE_UTIL, "%"     

exec "echo 'Process table utilization continues at > 90%' | mailroot"     }   

ELSE    

YELLOW ALERT "Process table utilization continues at",

TABLES:TABLES:TBL_PROC_TABLE_UTIL, "%"  

END   
 reset alert "Process table utilization has returned to acceptable."

The meaning of the above alarm is, if the process table utilization is over 80% for 30 minutes start the alarm. If it is over 90% utilization send a red alert (the color is used by OpenView) and the message, which may be received by PerfView Monitor or IT/Operations. Also perform the automatic action of sending the e-mail message to root. If the table is only over 80%, simply start a yellow alert and send the alarm message to PerfView Monitor and/or IT/O.

If the alarm is continuing in 120 minutes, repeat the red and yellow alerts. This is the nag factor. It is important to repeat at a meaningful interval rather than an annoying one.

Finally, when the alarm is over, reset the alerts, which sets the color back on the OpenView map. This is optional, as the default behavior is to reset the color, but I always like to be complete.

You will notice in the above alarm example a mixture of cases. The MeasureWare alarm definitions are NOT CASE SENSITIVE, and the mixture of cases used above was just for readability. I would have worked just as well if everything was lower case.

You should check the syntax of your new alarmdef file by running:

utility -xc /var/opt/perf/alarmdef

This command will by default look for the system alarmdef file. Whether you have edited it directly, or placed an include statement at the bottom of the file to point to your new file, utility will find it and check it. If there are any syntax errors in the file they will be reported.

9. Indicate to MeasureWare to reprocess the alarmdef file to include your new definitions.

Signal MeasureWare to reprocess the alarmdef file by entering, as a root user:

mwa restart alarms

This does not restart MeasureWare, but only signals alarmgen to reprocess the alarmdef.

After the new alarmdef file is processed you will see your alarms begin to appear with all the other MeasureWare alarms. The following is a PerfView Monitor screen image with on of the new alarms appearing.

[image: image1.png]PerfView Alarms |

hpptcz7
START 04/21/97 11:35 Type="net_resp’ Sev=2
Warning: neth: Network response has been > 75 ms for 50 minutes or more.

hpptcz7
END 04/21/97 11:35 Type="Avanti’ Sev=2
End of warning: NovServ1 BufferCache too small. [Alarm# 114]

START 04/21/97 11:35 Type="TABLES” Sev=0

File table utilization is at 87.1% [Alarms# 139

hpptc27
START 04/21/97 11:40 Type="SAP_DS0" Sev-2
Warning BATCH performance problem [Alarmi# 133]

hpptc27
REPEAT 04/21/97 11355 Type="ORA_OV" Sev=0 Duration=1717h 15m
Database sesscpu for "ORACLE_OV” coninutes unacceptable (sesscpu) [Ala]

Groph [ hcknowieage | pcomwieige it || Fiers..




10. Create custom PerfView graph templates for reuse with your new data.

You may now run PerfView and create your own custom graph using your new metrics. If you have any questions on how to open your data source or to create a custom graph, use the PerfView help subsystem. The PerfView help subsystem is very extensive, including examples of how to do the common tasks, as well as tips on how to get fancy. For instance, did you know you can run PerfView from a command line interface to set up automated graph output for weekly reports? 

NOTE: When you save your custom graph, make sure to name the new template "tables". This relates by to the alarm TYPE field in our new alarm. In this way, if you receive an alarm in PerfView Monitor or IT/O, you simple select the alarm, say Graph or Perform Action, and your custom graph will appear showing the metrics you choose which relate the metrics in the alarm.
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The following is a PerfView graph displaying the logged table data showing 1 hour averages. 

One other thing you might like to do is to produce a report of the collected data, perhaps summarized by hour, from your own data source. To do this you would use the extract utility with a report file, which will contain a list of the metrics you wish to report.

In the case or our example with system table metrics the report file would look like this:

REPORT  "System Tables Report for System !SYSTEM_ID !DATE !TIME"

FORMAT ASCII

HEADINGS ON

SEPARATOR " "SUMMARY=60

TBL_PROC_TABLE_UTIL

TBL_FILE_TABLE_UTIL

TBL_SEM_TABLE_UTIL

In this example we will save the report file as /var/opt/perf/dsisources/tables.rpt.

The command line to generate the report would be:

extract  -xp -l /var/opt/perf/dsisources/tables -C tables summary  -f tables.out,purge  -r /var/opt/perf/dsisources/tables.rpt -b TODAY-7

The output from the report would look like this:

System Tables Report for System hpptc27  04/21/97 01:55 PM

 DATE &            Process Table Open File Table Semaphore Table 

 TIME                      Util            Util            Util

04/20/97 23:00:00          27.1            71.6            20.3

04/21/97 00:00:00          27.5            71.8            20.3

04/21/97 01:00:00          27.4            71.6            20.3

04/21/97 02:00:00          27.2            71.3            20.3

04/21/97 03:00:00          27.1            71.2            20.3

04/21/97 04:00:00          27.1            71.2            20.3

04/21/97 05:00:00          27.1            71.2            20.3

04/21/97 06:00:00          27.1            71.2            20.3

04/21/97 07:00:00          27.1            71.2            20.3

04/21/97 08:00:00          27.8            75.3            20.3

04/21/97 09:00:00          28.1            77.0            20.3

04/21/97 10:00:00          28.4            79.3            20.3

04/21/97 11:00:00          29.5            86.7            20.3 

This tabular data can also be used within spreadsheet programs like Lotus 123 and/or Excel to produce graphical reports.

So now we've done it all. And what, you may ask does this have to do with monitoring toasters? 

In this paper we have taken data from Glance Plus and fed it into DSI for continuous collection, proactive alarming and graphing. This is just a small part of the power of DSI. If you can devise a way to sample the data that you need to manage the enterprise, you can collect it in DSI and make it part of the MeasureWare repository. Once in MeasureWare you may correlate your data with all the other data sources, even from other systems, to get the business decision information you need.

And don't limit your scope to performance metrics. If you have instrumentation in your application you can collect it, or network sampling, or even stock market trends. I know a person who has a weather station on the roof of his house from which daily temperature high and lows, plus precipitation is recorded and logged with DSI to produce graph of the last number of year's weather. You can bet that they know when to hold a bar-b-que.

The sky's the limit. If it contributes to your success, use it!

Footnotes

(1) For a listing of all of the syntax available for the glance command, refer to the man page for glance (man glance)

(2) For complete documentation on the use of DSI, including the specification file, sdlcomp and the log files, refer to the Data Source Integration Guide, which is included in the MeasureWare manual set.

(3) Refer to the MeasureWare User's Guide for details of the alarmdef file and it's syntax.
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