
Arbitration For Data Integrity in 
Serviceguard Clusters

 

Manufacturing Part Number : B3936-90078

July 2007



Legal Notices 
The information contained in this document is subject to change without notice.

Hewlett-Packard makes no warranty of any kind with regard to this manual, including, but 
not limited to, the implied warranties of merchantability and fitness for a particular purpose. 
Hewlett-Packard shall not be liable for errors contained herein or direct, indirect, special, 
incidental or consequential damages in connection with the furnishing, performance, or use of 
this material.

Copyright © 2001–2007 Hewlett-Packard Development Company, L.P.

This document contains information which is protected by copyright. All rights are reserved. 
Reproduction, adaptation, or translation without prior written permission is prohibited, 
except as allowed under the copyright laws.

HP OpenView, HP OpenView IT/Operations, and Serviceguard are products of 
Hewlett-Packard Company, and all are protected by copyright.

Corporate Offices:

Hewlett-Packard Co.
3000 Hanover St.
Palo Alto, CA 94304

Use, duplication or disclosure by the U.S. Government Department of Defense is subject to 
restrictions as set forth in paragraph (b)(3)(ii) of the Rights in Technical Data and Software 
clause in FAR 52.227-7013.

Rights for non-DOD U.S. Government Departments and Agencies are as set forth in FAR 
52.227-19(c)(1,2).

Use of this manual and flexible disc(s), compact disc(s), or tape cartridge(s) supplied for this 
pack is restricted to this product only. Additional copies of the programs may be made for 
security and back-up purposes only. Resale of the programs in their present form or with 
alterations, is expressly prohibited.

A copy of the specific warranty terms applicable to your Hewlett-Packard product and 
replacement parts can be obtained from your local Sales and Service Office.
2



Arbitration for Data Integrity in Serviceguard Clusters
Arbitration for Data Integrity in 
Serviceguard Clusters

Clustering is an architecture of interconnected servers that allows 
multiple hosts to run the same applications, permitting the individual 
systems to be up or down. Applications move easily between systems, 
accessing the same shared data from different nodes at different times. 
The goal is to provide high availability for the application and the data 
without endangering the integrity of the data. Particularly, the cluster 
manager software must ensure that when an application is running and 
processing data on one node in the cluster, the same application does not 
inappropriately start up on another node and begin processing the same 
data at the same time. Cluster software must protect data integrity at all 
costs.

Different clustering solutions have adopted various methods for ensuring 
the safety of data. Some solutions rely solely on redundant membership 
links to ensure data integrity. Others, including the Serviceguard 
product family, use a process called arbitration to keep more than one 
incarnation of a cluster from running and starting up a new instance of 
an application. The Serviceguard team has always agreed that definitive 
arbitration should be used in high availability systems that run 
mission-critical applications.

This paper describes some basic cluster membership concepts, then 
discusses some different ways of determining cluster membership. 
Several types of arbitration are shown with example configurations that 
illustrate each type. Then the arbitration methods used by Serviceguard 
and related products are presented in some detail. 

NOTE Some of the arbitration methods mentioned in this paper are available 
only on particular platforms or with specific types of configuration. Other 
methods, while possible, have not been fully tested on all types of 
systems. For details about support of particular kinds of arbitration, 
refer to your platform’s Configuration Guide, available through your HP 
representative.
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Cluster Membership Concepts
What is arbitration? Why is it necessary? When and how is it carried 
out? To answer these questions, it is necessary to explain a number of 
clustering concepts that are central to the processes of cluster formation 
and re-formation. These concepts are membership, quorum, 
split-brain, and tie-breaking. 

Membership

A cluster is a networked collection of nodes. The key to success in 
controlling the location of applications in the cluster and ensuring there 
is no inappropriate duplication is maintaining a well-defined cluster 
node list. When the cluster starts up, all the nodes communicate and 
build this membership list, a copy of which is in the memory of every 
node. The list is validated continuously as the cluster runs; this is done 
by means of heartbeat messages that are transmitted among all the 
nodes. As nodes enter and leave the cluster, the list is changed in 
memory. Changes in membership can result from an operator’s issuing a 
command to run or halt a node, or from system events that cause a node 
to halt, reboot, or crash. Some of these events are routine, and some may 
be unexpected. There are frequent cases in cluster operation when 
cluster membership is changing and when the cluster software must 
determine which node in the cluster should run an application. 

How does the cluster software tell where an application should run? In a 
running cluster, when one system cannot communicate with the others 
for a significant amount of time, there can be several possible reasons:

1. The node has crashed.

2. The node is experiencing a kernel hang, and processing has stopped.

3. The cluster is partitioned because of a network problem. Either all 
the network cards connecting the node to the rest of the cluster have 
failed, or all the cables connecting the cards to the network have 
failed, or there has been a failure of the network itself.

It is often impossible for the cluster manager software to distinguish (1) 
from (2) and (3), and therein lies a problem, because in case (1), it is safe 
to restart the application on another node in the cluster, but in (2) and 
(3), it is not safe. 
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When the cluster is part of a disaster tolerant solution that has nodes 
located in more than one data center, loss of communication can easily 
happen unless redundant networking is implemented with different 
routing for the redundant links.

In all the above cases, the loss of heartbeat communication with other 
nodes in the cluster causes the re-formation protocol to be carried out. 
This means that nodes attempt to communicate with one another to 
rebuild the membership list. In case (1) above, the running nodes choose 
a coordinator and re-form the cluster with one less node. But in case (3), 
there are two sets of running nodes, and the nodes in each set attempt to 
communicate with the other nodes in the same set to rebuild the 
membership list. The result is that the two sets of nodes build different 
lists for membership in the new cluster. Now, if both sets of nodes were 
allowed to re-form the cluster, there would be two instances of the same 
cluster running in two locations. In this situation, the same application 
could start up in two different places and modify data inappropriately. 
This is an example of data corruption.

How does Serviceguard handle cases like the above partitioning of the 
cluster? The process is called arbitration. In the Serviceguard user’s 
manual, the process is known as tie-breaking, because it is a means to 
decide on a definitive cluster membership when different competing 
groups of cluster nodes are independently trying to re-form a cluster. 

At cluster startup time, nodes join the cluster, and a tally of the cluster 
membership is created and maintained in memory on all cluster nodes. 
Occasionally, changes in membership occur. For example, when the 
administrator halts a node, the node leaves the cluster, and the cluster 
membership data in memory is changed accordingly. 

When a node crashes, the other nodes become aware of this by the fact 
that no cluster heartbeat is received from that node after the expected 
interval. Thus, the transmission and receipt of heartbeat messages is 
essential for keeping the membership data continuously up-to-date. Why 
is this membership data important? In Serviceguard, a basic package, 
containing an application and its data, can only be allowed to run on one 
node at a time. Therefore, the cluster needs to know what nodes are 
running in order to tell whether it is appropriate or not to start a 
package, and where the packages should be started. A package should 
not be started if it is already running; it should be started on an 
alternate node if the primary node is down; and so forth.
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Quorum

Cluster re-formation takes place when there is some change in the 
cluster membership. In general, the algorithm for cluster re-formation 
requires the new cluster to achieve a cluster quorum of a strict 
majority (that is, more than 50%) of the nodes previously running. If 
both halves (exactly 50%) of a previously running cluster were allowed to 
re-form, there would be a split-brain situation in which two instances of 
the same cluster were running. 

Split-Brain

How could a split-brain situation arise? Suppose a two-node cluster 
experiences the loss of all network connections between the nodes. This 
means that cluster heartbeat ceases. Each node will then try to re-form 
the cluster separately. If this were allowed to occur, it would have the 
potential to run the same application in two different locations and to 
corrupt application data. In a split-brain scenario, different incarnations 
of an application could end up simultaneously accessing the same disks. 
One incarnation might well be initiating recovery activity while the 
other is modifying the state of the disks. Serviceguard’s quorum 
requirement is designed to prevent a split-brain situation.

How likely is a split-brain situation? Partly, the answer to this depends 
on the types of intra-node communication the cluster is using: some 
types are more robust than others. For example, the use of the older 
coaxial cable technology makes communication loss a significant 
problem. In that technology, the loss of termination would frequently 
result in the loss of an entire LAN. On the other hand, the use of 
redundant groups of current Ethernet hubs makes the loss of 
communication between nodes extremely unlikely, but it is still possible. 
In general, with mission-critical data, it is worth the cost to eliminate 
even small risks associated with split-brain scenarios.

A split-brain situation is more likely to occur in a two-node cluster than 
in a larger local cluster that splits into two even-sized sub-groups. 
Split-brain is also more likely to occur in a disaster-tolerant cluster 
where separate groups of nodes are located in different data centers.
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Tie-Breaking

Tie-breaking (arbitration) is only required when a failure could result in 
two equal-sized subsets of cluster nodes each trying to re-form the 
cluster at the same time. These competitors are essentially tied in the 
contest for the cluster’s identity. The tie-breaker selects a winner, and 
the other nodes leave the cluster.

Tie-breaking is done using several techniques in Serviceguard clusters:

• Through a cluster lock disk, which must be accessed during the 
arbitration process. This can be used with clusters of up to 4 nodes in 
size. This type of arbitration is available only on HP-UX systems. 

• Through a cluster lock LUN, a variant of the lock disk, for clusters of 
up to 4 nodes. 

• Through arbitrator nodes, which provide tie-breaking when an entire 
site fails, as in a disaster scenario. Arbitrator nodes are cluster 
members located in a separate data center whose main function is to 
increase the cluster size so that an equal partition of nodes is 
unlikely between production data centers.

• Through a quorum server, for clusters of any size or type. Quorum 
services are provided by a quorum server process running on a 
machine outside of the cluster. A single quorum server running on 
either HP-UX or Linux can manage multiple HP-UX and Linux 
Serviceguard clusters.
7
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To Arbitrate or Not to Arbitrate
Arbitration is not always used to determine cluster membership. Some 
cluster software products rely exclusively on the use of multiple cluster 
membership communication links (heartbeats). These algorithms are 
described in the following sections.

No Arbitration—Multiple Paths

Some approaches do not use arbitration, but instead rely on multiple 
membership paths to ensure that the heartbeat or essential intra-cluster 
communication remains unbroken. In this approach, the event of a node 
failing entirely is considered more likely than the event of several LAN 
paths all failing at the same time. Such systems assume that a loss of 
communication means a node failure, and packages are allowed to fail 
over when a loss of heartbeat is detected. 

This model is illustrated in Figure 1 and Figure 2. In Figure 1, three 
separate LAN failures would be required to break communication 
between the cluster nodes. This assumes that hubs are separately 
powered, of course, and that other HA design criteria are met. 

Figure  1 Multiple Heartbeat Failures 
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In Figure 2, on the other hand, a single node failure would result in the 
loss of heartbeat communication. In the no-arbitration model, the loss of 
heartbeat would be interpreted by the cluster manager as a failure of 
node 1, and therefore the cluster could re-form with packages failing over 
from node 1 to node 2.

Figure  2 Single Node Failure

No Arbitration—Multiple Media

It is possible to define multiple membership paths for intra-cluster 
communication that employ different types of communication from node 
to node. One path could use conventional LAN links, while a second path 
might employ a disk. 

This model is illustrated in Figure 3. Both a LAN connection and a disk 
link provide redundant membership communication. 
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Figure  3 Multiple Paths with Different Media

Note that the configuration could be expanded to include multiple disk 
links plus multiple LAN links, as in Figure 4. Such a configuration 
would require the loss of at least 4 links for the heartbeat to be lost.

Figure  4 Additional Multiple Paths with Different Media
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No Arbitration—Risks

When all is said and done, it may be very unlikely that intra-node 
communication would be lost in the above configurations, but it is still 
possible that heartbeat could disappear, with both nodes still running, 
and this scenario can cause data corruption. 

The risk of split brain syndrome is considerably greater with extended 
distance clusters and disaster tolerant solutions in which nodes are 
located in different data centers at some distance from each other. For 
these types of solution, some form of arbitration is essential.

The unlikely but possible scenario of split brain can be definitively 
avoided with an arbitration device. In other words, the risk of data 
corruption can be eliminated. The HP Serviceguard family of clustering 
software includes this level of protection.
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How Serviceguard Uses Arbitration
Serviceguard employs a lock disk, a quorum server, or arbitrator nodes to 
provide definitive arbitration to prevent split-brain conditions. This 
section describes how the software handles cluster formation and 
re-formation and supplies arbitration when necessary.

Cluster Startup

The cluster manager is used to initialize a cluster, to monitor the 
health of the cluster, to recognize node failure if it should occur, and to 
regulate the re-formation of the cluster when a node joins or leaves the 
cluster. The cluster manager operates as a daemon process that runs on 
each node. During cluster startup and re-formation activities, one node is 
selected to act as the cluster coordinator. Although all nodes perform 
some cluster management functions, the cluster coordinator is the 
central point for inter-node communication.

Startup and Re-Formation

The cluster can start when the cmruncl command is issued from the 
command line. All nodes in the cluster must be present for cluster 
startup to complete. If all nodes are not present, then the cluster must be 
started by issuing commands that specify only a specific group of nodes. 
This is to ensure that we do not create a split-brain situation.

Cluster re-formation occurs any time a node joins or leaves a running 
cluster. This can follow the reboot of an individual node, or it may be 
when all nodes in a cluster have failed, as when there has been an 
extended power failure and all SPUs went down. 

Automatic cluster startup will take place if the flag AUTOSTART_CMCLD is 
set to 1 in the /etc/rc.config.d/cmcluster file. When any node 
reboots with this parameter set to 1, it will rejoin an existing cluster, or if 
none exists it will attempt to form a new cluster. As with the cmruncl 
command, automatic initial startup requires all nodes in the cluster to be 
present. If all nodes are not present, the cluster must be started with 
commands.
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Dynamic Cluster Re-Formation 

A dynamic re-formation is a temporary change in cluster membership 
that takes place as nodes join or leave a running cluster. Re-formation 
differs from reconfiguration, which is a permanent modification of the 
configuration files. Re-formation of the cluster occurs under the following 
conditions (not a complete list):

• An SPU or network failure was detected on an active node.

• An inactive node wants to join the cluster. The cluster manager 
daemon has been started on that node.

• The system administrator halted a node.

• A node halts because of a package failure.

• A node halts because of a service failure.

• Heavy network traffic prohibited the heartbeat signal from being 
received by the cluster.

• The heartbeat network failed, and another network is not configured 
to carry heartbeat.

Typically, re-formation results in a cluster with a different composition. 
The new cluster may contain fewer or more nodes than in the previous 
incarnation of the cluster.

Cluster Quorum and Cluster Locking

Recall that the algorithm for cluster re-formation requires a cluster 
quorum of a strict majority (that is, more than 50%) of the nodes 
previously running. If both halves (exactly 50%) of a previously running 
cluster were allowed to re-form, there would be a split-brain situation 
in which two instances of the same cluster were running. 

Cluster Lock

Although a cluster quorum of more than 50% is generally required, 
Serviceguard allows exactly 50% of the previously running nodes to 
re-form as a new cluster provided that the other 50% of the previously 
running nodes do not also re-form. This is guaranteed by the use of an 
arbiter or tie-breaker to choose between the two equal-sized node groups, 
allowing one group to form the cluster and forcing the other group to 
shut down. This type of arbitration is known as a cluster lock.
13



Arbitration for Data Integrity in Serviceguard Clusters
How Serviceguard Uses Arbitration
The cluster lock is used as a tie-breaker only for situations in which a 
running cluster fails and, as Serviceguard attempts to form a new 
cluster, the cluster is split into two sub-clusters of equal size. Each 
sub-cluster will attempt to acquire the cluster lock. The sub-cluster 
which gets the cluster lock will form the new cluster, preventing the 
possibility of two sub-clusters running at the same time. If the two 
sub-clusters are of unequal size, the sub-cluster with greater than 50% of 
the nodes will form the new cluster, and the cluster lock is not used.

If you have a two-node cluster, you are required to configure the cluster 
lock. If communications are lost between these two nodes, the node that 
obtains the cluster lock will take over the cluster and the other node will 
undergo a forced halt. Without a cluster lock, a failure of either node in 
the cluster will result in a forced immediate system halt of the other 
node, and therefore the cluster will halt. 

If the cluster lock fails or is unavailable during an attempt to acquire it, 
the cluster will halt. You can avoid this problem by configuring the 
cluster’s hardware so that the cluster lock is not lost due to an event that 
causes a failure in another cluster component.

No Cluster Lock 

Normally, you should not configure a cluster of three or fewer nodes 
without a cluster lock. In two-node clusters, a cluster lock is required. 
You may consider using no cluster lock with configurations of three or 
more nodes, although the decision should be affected by the fact that any 
cluster may require tie-breaking. For example, if one node in a 
three-node cluster is removed for maintenance, the cluster reforms as a 
two-node cluster. If a tie-breaking scenario later occurs due to a node or 
communication failure, the entire cluster will become unavailable.

In a cluster with four or more nodes, you may not need a cluster lock 
since the chance of the cluster being split into two halves of equal size is 
very small. However, be sure to configure your cluster to prevent the 
failure of exactly half the nodes at one time. For example, make sure 
there is no potential single point of failure such as a single LAN between 
equal numbers of nodes, and that you use multiple power circuits with 
less than half of the nodes on any single power circuit.

Cluster lock disks are not allowed in clusters of more than four nodes. A 
quorum server or arbitrator nodes may be employed with larger clusters, 
and this kind of arbitration is necessary for extended distance clusters 
and with MetroCluster configurations to provide disaster tolerance.
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Lock Requirements

The cluster lock can be implemented either by means of a lock disk 
(HP-UX clusters only), a lock LUN (HP-UX and Linux clusters), or by 
means of a quorum server (HP-UX and Linux clusters). A one-node 
cluster does not require a cluster lock. A two-node cluster requires a 
cluster lock. In larger clusters, the cluster lock is strongly recommended. 
If you have a cluster with more than four nodes, a cluster lock disk or 
lock LUNis not allowed, but you can use a quorum server. Therefore, if 
the cluster is expected to grow to more than four nodes and you want to 
use a arbitration mechanism, you should use a quorum server. In 
clusters that span several data centers, a more practical alternative may 
be the use of arbitrator nodes. Arbitrator nodes are not a form of cluster 
lock, but rather they are components that prevent the cluster from ever 
being partitioned into two equal-sized groups of nodes.
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Use of a Lock Disk as the Cluster Lock
The cluster lock disk (used only in HP-UX clusters) is a disk that can be 
written to by all members of the cluster. When a node obtains the cluster 
lock, this disk is marked so that other nodes will recognize the lock as 
“taken.” This mark will survive an off-on power cycle of the disk device 
unlike SCSI disk reservations. A lock disk may be used for clusters of up 
to four nodes. 

The lock is created in a special area on a particular LVM physical 
volume. The cluster lock volume group and physical volume names are 
identified in the cluster configuration file. 

The lock disk is not dedicated for use as the cluster lock; thus, it can be 
employed as part of a normal volume group with user data on it. The 
usable space on the disk is not impacted; the lock disk takes no space 
away from the disk’s volume group. Further, the activation of the volume 
group on one node does not affect the ability of another node to acquire 
the cluster lock. 

The lock area on the disk is not mirrored, even though the physical 
volume may be a part of a volume group that contains mirrored logical 
volumes.

The operation of the lock disk is shown in Figure 5. The node that 
acquires the lock (in this case node 2) continues running in the cluster. 
The other node halts.

Figure  5 Lock Disk Operation
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Serviceguard periodically checks the health of the lock disk and writes 
messages to the syslog file when a lock disk fails the health check. This 
file should be monitored for early detection of lock disk problems.

You can choose between two lock disk options—a single or dual lock 
disk—based on the kind of high availability configuration you are 
building. A single lock disk is recommended where possible. With both 
single and dual locks, however, it is important that the cluster lock be 
available even if the power circuit to one node fails; thus, the choice of a 
lock configuration depends partly on the number of power circuits 
available. Regardless of your choice, all nodes in the cluster must have 
access to the cluster lock to maintain high availability.

Single Cluster Lock 

It is recommended that you use a single lock disk. A single lock disk 
should be configured on a power circuit separate from that of any node in 
the cluster. For example, it is highly recommended to use three power 
circuits for a two-node cluster, with a single, separately powered disk for 
the cluster lock. For two-node clusters, this single lock disk may not 
share a power circuit with either node, and it must be an external disk. 
For three or four node clusters, the disk should not share a power circuit 
with 50% or more of the nodes. 

Dual Cluster Lock 

In an extended distance cluster, where the cluster contains nodes 
running in two separate data centers, a single lock disk would be a single 
point of failure should the data center it resides in suffer a catastrophic 
failure. In this case only, a dual cluster lock, with two separately powered 
disks, should be used to eliminate the lock disk as a single point of 
failure. The use of the dual cluster lock is further shown in “Use of Dual 
Lock Disks in Extended Distance Clusters” on page 26.
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Use of a Lock LUN as the Cluster Lock
The lock LUN is similar to the HP-UX cluster lock disk but different in 
certain respects. As with the lock disk, a lock LUN is marked when a 
node obtains the cluster lock, so that other nodes will see the lock as 
“taken.” This mark will survive an off-on power cycle of the disk device 
unlike SCSI disk reservations. As with HP-UX, the lock LUN can be 
used with clusters of up to four nodes. The lock LUN is not mirrored.

Here are the important differences between the lock disk in HP-UX and 
the lock LUN in Linux or HP-UX:

• Only a single lock LUN can be configured. Dual cluster locking with 
lock LUN is not supported. Therefore for extended-distance disaster 
tolerant configurations a Quorum Server is required. 

• The lock LUN is created on a Linux partition, or HP-UX partition or 
disk, directly, not through LVM. The lock LUN is not part of a volume 
group.

• The lock LUN partition is dedicated for cluster lock use; however, in 
Linux clusters, and HP-UX Integrity clusters, other partitions on the 
same storage unit can be used for shared storage. A lock LUN 
requires about 100 KB. 

In clusters consisting of HP-UX Integrity servers only, you can use 
the idisk (1m) utility to create a partition for the lock LUN. In 
clusters that include HP 9000 servers, you must use an entire disk or 
LUN. On Linux systems, use the fdisk command to define the 
partition as type Linux (83).

Serviceguard periodically checks the health of the lock LUN and writes 
messages to the syslog file when a lock LUN fails the health check. This 
file should be monitored for early detection of lock disk problems.
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The operation of the lock LUN is shown in Figure 6. The node that 
acquires the lock (in this case node 2) continues running in the cluster. 
The other node halts.

Figure  6 Lock LUN Operation
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Use of a Quorum Server as the Cluster Lock
A quorum server can be used in clusters of any size. The quorum server 
is an alternate form of cluster lock that uses a server program running 
on a separate system for tie-breaking rather than a lock disk. Should two 
equal sized groups of nodes (exactly 50% of the cluster in each group) 
become separated from each other, the quorum server allows one group 
to achieve quorum and form the cluster, while the other group is denied 
quorum and cannot start a cluster.

The quorum server process runs on a machine outside of the cluster for 
which it is providing quorum services. The quorum server listens to 
connection requests from the Serviceguard nodes on a known port. The 
server maintains a special area in memory for each cluster, and when a 
node obtains the cluster lock, this area is marked so that other nodes will 
recognize the lock as “taken.” The cluster will maintain this mark during 
an off-on power cycle of the quorum server. 

The operation of the quorum server is shown in Figure 7. When there is a 
loss of communication between node 1 and node 2, the quorum server 
chooses one node (in this example, node 2) to continue running in the 
cluster. The other node halts.

Figure  7 Quorum Server Operation
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The quorum server runs on a Linux or HP-UX system.You can configure 
the quorum server as a Serviceguard package in another cluster; it must 
be a cluster other than the one for which it is providing quorum services. 
A quorum server, whether or not it is running as a package, can provide 
quorum services for multiple clusters.

NOTE Consult your Configuration Guide for up-to-the-minute information on 
types of supported quorum server configuration, as well as on support of 
quorum server as a package.

Setting up the Quorum Server

If you are using a quorum server (QS), the QS software, which has to be 
running during cluster configuration, must be installed on a system 
other than the nodes on which your cluster will be running. This can be 
either a single HP-UX or Linux system.

NOTE On HP-UX, the use of Auto Port Aggregation in LAN_MONITOR mode is 
recommended for the quorum server system. In Linux, channel bonding 
can be employed.

Ensure that the connection with each node is independent of the 
heartbeat connection, so that both are not likely to fail at the same time. 

Running the Quorum Server

The quorum server must be running during the following cluster 
operations:

• when the cmquerycl command is issued.

• when the cmapplyconf command is issued.

• when there is a cluster re-formation.
21



Arbitration for Data Integrity in Serviceguard Clusters
Use of a Quorum Server as the Cluster Lock
Specifying a Quorum Server

If you will be using a quorum server, be sure to specify the -q qshost 
option with the cmquerycl command. Example:

# cmquerycl -v -n lp1 -n lp2 -q lp-qs -C clus-lp.config

Quorum Server Status and State

The status of the quorum server can be one of the following:

• Up. The quorum server is active.

• Down. The quorum server is not active.

The state of the quorum server can be one of the following:

• Running. Quorum services are active and available.

• Unsupported Version. There is a version mismatch between 
Serviceguard and Quorum Server.

• Access Denied. The Serviceguard node is not authorized to access 
the quorum server system.

• Unknown. Serviceguard cannot determine whether the quorum 
server is up or down. This may happen when the quorum server 
cannot be reached from the current node.
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Viewing Quorum Server Status and State

If the cluster is using a quorum server for tie-breaking services, you can 
use the cmviewcl command to display the server name, state, and status 
following the entry for each node, as in the following excerpt from the 
output of cmviewcl -v:

CLUSTER STATUS
clus-lp up

NODE STATUS STATE
lp1 up running

Quorum Server Status:
NAME                STATUS       STATE
lp-qs up running

...

NODE STATUS STATE
lp2 up running

Quorum Server Status:
NAME                STATUS       STATE
lp-qs up running 

Viewing Quorum Server System Data

You can also log on to the quorum server system itself and use the ps 
command to confirm that the qs process is running. In addition, you can 
view data about connections from cluster nodes in the quorum server log 
file.
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Use of Arbitrator Nodes
One way to ensure that split-brain situations do not arise is to devise an 
architecture that makes an even partition of the cluster impossible or at 
least extremely unlikely. A single failure in a four-node cluster could 
result in two equal-sized partitions, but a single failure in a five-node 
cluster could not. The fifth node in the cluster, then, performs the job of 
arbitration by virtue of the fact that it makes the number of nodes in the 
cluster odd. This type of node is sometimes called an arbitrator node, 
although it may be indistinguishable from other cluster nodes and is not 
configured in any special way in the cluster configuration file. This kind 
of arbitration is especially useful when nodes in the cluster are separated 
by significant distances, as in extended distance clusters or metropolitan 
clusters. Arbitrator nodes may be configured to run non-clustered 
applications, or they can be set up purely as arbitrators, with no other 
applications running other than Serviceguard. 

The use of an arbitrator node is shown in Figure 8. The single system in 
Data Center 3 is an arbitrator node.

Figure  8 Use of Arbitrator Node
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Arbitration in Disaster-Tolerant Clusters
Disaster-tolerant clusters are those which are intended to survive the 
loss of a data center that contains multiple resources. Examples are an 
extended distance cluster where nodes may be separated into different 
data centers on one site; metropolitan clusters, where the nodes are 
separated into equal-sized groups located a significant distance apart; 
and continental clusters, in which the geographically separate data 
centers provide a home for entirely separate clusters, complete with 
storage devices.

Extended Distance Clusters

In extended distance (campus) clusters, the nodes are divided into two 
separate data centers in different buildings, which can be as far as 100 
km apart. A dual cluster lock disk may be used for arbitration, with the 
two lock disks located in the two different data centers. This affords 
protection against the loss of one of the data centers. If a quorum server 
is used, it must be in a different location from either of the two data 
centers, thus providing additional protection against data center loss. 
Similarly, if arbitrator nodes are used, they must be in a different 
location from the two data centers.

An extended distance cluster is no different from a standard 
Serviceguard cluster except that components are subdivided by data 
center. This means that groups of nodes are located in different 
buildings, and storage units with mirrored data are placed in separate 
facilities as well.

Metropolitan Clusters

Arbitration in a MetroCluster configuration has traditionally followed a 
different model than that of the single arbitrator device (originally this 
was a lock disk). Because a MetroCluster configuration contains two 
distinct data centers at some distance from one another, the main 
protection has been against a partition that separates the two data 
centers into equal-sized groups of nodes. A lock disk is not possible in 
this type of cluster, since metropolitan clusters use a specialized data 
replication method rather than LVM mirroring. Since LVM is not used 
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with shared data, there is no one disk that is actually connected to both 
data centers that could act as a lock disk. Arbitration in this case can be 
obtained by using arbitrator nodes or a quorum server.

Arbitrator Nodes

For example, a metropolitan cluster with three nodes in Data Center A 
and three nodes in Data Center B could be partitioned such that two 
equal-sized groups remain up and running, trying to re-form. To address 
this problem, the supported configurations included one or two arbitrator 
nodes located in a third data center. These nodes are configured into the 
cluster for the purpose of providing a majority of nodes when combined 
with one half the nodes in an equal partition. In other words, if the 
metropolitan cluster should lose one data center, the surviving data 
center would still remain connected to the arbitrator nodes, so the 
surviving group would be larger than 50% of the previously running 
nodes in the cluster. It could therefore obtain the quorum and re-form 
the cluster.

Note that in a metropolitan cluster, it is the simple existence of the 
node(s) in the third data center that provides arbitration combined with 
the requirement that the configuration have an equal number of nodes in 
Data Center A and Data Center B. The arbitrator nodes located in Data 
Center C may do useful work, but they are not attached to the storage 
devices used by the main nodes in the cluster. They are fully configured 
as cluster nodes, but their main job is to provide arbitration.

Quorum Server

With the advent of the quorum server, another MetroCluster 
configuration is now possible. A quorum server process, located in a third 
data center, can be used for arbitration. The third data center is needed, 
as it was in the case of arbitrator nodes, to provide the appropriate 
degree of disaster tolerance. That is, the QS could arbitrate cluster 
re-formation if either of the other two entire sites should be destroyed.

One advantage of the quorum server is that additional cluster nodes do 
not have to be configured for arbitration. 
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Continental Clusters

There are no special arbitration requirements or configurations for the 
separate clusters within a continental cluster. Each cluster must provide 
its own arbitration separately, according to the applicable rules for a 
standard Serviceguard cluster. In other words, the continental cluster 
can employ any supported method of arbitration for its component 
clusters.

ContinentalClusters provides semi-automatic failover via commands 
which must be issued by a human operator. Between the member 
clusters of a continental cluster, the arbitrator is the system 
administrator on the recovery site, who must verify that it is appropriate 
to issue the cmrecovercl command.

Use of Dual Lock Disks in Extended Distance Clusters

Lock disks are not supported in metropolitan clusters, but they can be 
used in an extended distance cluster, which employs mirrored LVM over 
a FibreChannel disk link.

NOTE Dual lock LUN configurations are not supported.

For an extended distance cluster, there should be one lock disk in each of 
the data centers; all nodes have access to both lock disks via the disk 
link. In the event of a failure of one of the data centers, the nodes in the 
remaining data center will be able to acquire their local lock disk, 
allowing them to successfully reform a new cluster. In a dual lock disk 
configuration, there is an extremely slight chance of split-brain in dual 
lock disk configuration.

The use of dual locks is as follows in an extended distance cluster:

1. After the loss of heartbeat between the data centers, each sub-cluster 
attempts to access the first lock disk, then the second lock disk.

2. If a node in one data center is successful at obtaining the first lock 
disk and the disk link between the two data centers is still viable, 
then nodes in the second data center will be refused the lock. The 
first data center will then be able to obtain the second disk and 
re-form the cluster.
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Note that if the first lock disk is located in the first data center when 
the heartbeat is lost, the first data center will normally obtain the 
lock first because it is closest to the disk. Thus in this scenario, the 
first data center will re-form the cluster.

3. If a node in one data center is successful at obtaining the first lock 
disk but the disk link is not viable because the other data center is 
down, then the first data center will not be able to obtain the second 
lock disk, but because the lock was not refused, it will still be allowed 
to re-form the cluster. This is the expected behavior when there is a 
disaster.

4. If there is a loss of both heartbeat and disk link, there is a danger of 
split brain because each sub-cluster, attempting to acquire both lock 
disks, is able to obtain the lock in its own data center, and is not 
refused the other lock. It is important to minimize or eliminate this 
slight danger by ensuring that data and heartbeat links are 
separately routed between data centers.

NOTE A dual lock disk configuration does not provide a redundant cluster lock. 
In fact, the dual lock is a compound lock, and both disks have to 
participate in the protocol of lock acquisition by the two equal-sized sets 
of nodes. Even when mirrored LVM is used via MirrorDisk/UX, the lock 
disk area is not mirrored.

At cluster formation time, a set of nodes must gain access to one disk, 
and must either gain access to the other disk or not be denied access to it. 
(“Not being denied” occurs when a disk is not accessible to a set of nodes.) 
The group of nodes that gains access to at least one disk and is not 
denied access by any disk is allowed to form the new cluster. 

If one of the dual lock disks fails, Serviceguard will detect this when it 
carries out periodic checking, and it will write a message to the syslog 
file. After the loss of one of the lock disks, if the failure of a cluster node 
results in the need for arbitration, the cluster will go down.
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A dual lock disk configuration is shown in Figure 9.

Figure  9 Dual Lock Disk Configuration
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This paper has described a number of approaches to arbitration to 
provide safety for data in high availability clusters. There are 
advantages and disadvantages to each of the major approaches using a 
lock disk, a quorum server, or arbitrator nodes.

Table 1 Comparison of Different Arbitration Methods

Arbitration 
Mode Advantages Disadvantages

Lock Disk • Does not require a 
separate system.

• Disk can be used for 
other purposes as well.

• Legacy method that has 
been used for many 
years.

• Requires separate disk hardware 
that must be cabled to all nodes.

• Can only be used with clusters up 
to 4 nodes.

• Not available on Linux.

• Acquiring the lock follows an 
arbitration protocol, and this adds 
to failover time.

• Use in extended distance clusters 
requires dual lock disks, with a 
slight risk of split brain.

Lock LUN • Does not require a 
separate system.

• Disk can be used for 
other purposes as well.

• Similar to HP-UX lock 
disk.

• Requires separate disk hardware 
that must be cabled to all nodes.

• Can only be used with clusters up 
to 4 nodes.

• Acquiring the lock follows an 
arbitration protocol, and this adds 
to failover time.

• Dual lock LUNs are not 
supported, including extended 
clusters.
30



Arbitration for Data Integrity in Serviceguard Clusters
Summary
Quorum Server • Can be used with 
clusters of any size.

• Can serve up to 50 
clusters/100 nodes.

• Can be used HP-UX and 
Linux clusters at the 
same time.

• Is free on the Distributed 
Components CD (shipped 
along with the SG 
product CD).

• Provides faster failover 
time than cluster lock 
disk.

• Requires a separate system not 
part of the cluster.

• Only one IP address is used for 
quorum server.

• Does not permit multiple physical 
network pathways unless APA 
(auto port aggregation) or channel 
bonding is used. LAN failure will 
remove the QS from 
communication with the cluster, 
though the cluster remains 
running.

Arbitrator Nodes • Offers protection for the 
loss of an entire data 
center in a metropolitan 
or extended distance 
cluster.

• Allows arbitration to be 
done over longer 
distances than disk 
locking.

• Arbitrator nodes can be 
used for other 
non-cluster applications.

• Additional Serviceguard licenses 
required for arbitrator nodes.

• Additional hardware must be 
provided, often in a data center 
that is on a separate site.

• For those with multiple clusters, 
arbitrator nodes can be very 
costly.

Table 1 Comparison of Different Arbitration Methods (Continued)

Arbitration 
Mode Advantages Disadvantages
31



Arbitration for Data Integrity in Serviceguard Clusters
Summary
32


	Arbitration For Data Integrity in Serviceguard Clusters
	Cluster Membership Concepts
	Membership
	Quorum
	Split-Brain
	Tie-Breaking

	To Arbitrate or Not to Arbitrate
	No Arbitration—Multiple Paths
	No Arbitration—Multiple Media
	No Arbitration—Risks

	How Serviceguard Uses Arbitration
	Cluster Startup
	Startup and Re-Formation
	Dynamic Cluster Re-Formation
	Cluster Quorum and Cluster Locking
	Cluster Lock
	No Cluster Lock
	Lock Requirements


	Use of a Lock Disk as the Cluster Lock
	Single Cluster Lock
	Dual Cluster Lock

	Use of a Lock LUN as the Cluster Lock
	Use of a Quorum Server as the Cluster Lock
	Setting up the Quorum Server
	Running the Quorum Server
	Quorum Server Status and State
	Viewing Quorum Server System Data


	Use of Arbitrator Nodes
	Arbitration in Disaster-Tolerant Clusters
	Extended Distance Clusters
	Metropolitan Clusters
	Arbitrator Nodes
	Quorum Server

	Use of Dual Lock Disks in Extended Distance Clusters

	Summary


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /Unknown

  /Description <<
    /JPN <FEFF3053306e8a2d5b9a306f30019ad889e350cf5ea6753b50cf3092542b308030d730ea30d730ec30b9537052377528306e00200050004400460020658766f830924f5c62103059308b3068304d306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103057305f00200050004400460020658766f8306f0020004100630072006f0062006100740020304a30883073002000520065006100640065007200200035002e003000204ee5964d30678868793a3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /FRA <FEFF004f007000740069006f006e007300200070006f0075007200200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000500044004600200064006f007400e900730020006400270075006e00650020007200e90073006f006c007500740069006f006e002000e9006c0065007600e9006500200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020005500740069006c006900730065007a0020004100630072006f0062006100740020006f00750020005200650061006400650072002c002000760065007200730069006f006e00200035002e00300020006f007500200075006c007400e9007200690065007500720065002c00200070006f007500720020006c006500730020006f00750076007200690072002e0020004c00270069006e0063006f00720070006f0072006100740069006f006e002000640065007300200070006f006c0069006300650073002000650073007400200072006500710075006900730065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002d0044006f006b0075006d0065006e00740065006e0020006d00690074002000650069006e006500720020006800f60068006500720065006e002000420069006c0064006100750066006c00f600730075006e0067002c00200075006d002000650069006e00650020007100750061006c00690074006100740069007600200068006f006300680077006500720074006900670065002000410075007300670061006200650020006600fc0072002000640069006500200044007200750063006b0076006f0072007300740075006600650020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f0062006100740020006f0064006500720020006d00690074002000640065006d002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e00200042006500690020006400690065007300650072002000450069006e007300740065006c006c0075006e00670020006900730074002000650069006e00650020005300630068007200690066007400650069006e00620065007400740075006e00670020006500720066006f0072006400650072006c006900630068002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300740061007300200063006f006e00660069006700750072006100e700f5006500730020007000610072006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00200075006d00610020007200650073006f006c007500e700e3006f00200064006500200069006d006100670065006d0020007300750070006500720069006f0072002000700061007200610020006f006200740065007200200075006d00610020007100750061006c0069006400610064006500200064006500200069006d0070007200650073007300e3006f0020006d0065006c0068006f0072002e0020004f007300200064006f00630075006d0065006e0074006f0073002000500044004600200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002c002000520065006100640065007200200035002e00300020006500200070006f00730074006500720069006f0072002e00200045007300740061007300200063006f006e00660069006700750072006100e700f50065007300200072006500710075006500720065006d00200069006e0063006f00720070006f0072006100e700e3006f00200064006500200066006f006e00740065002e>
    /DAN <FEFF004200720075006700200064006900730073006500200069006e0064007300740069006c006c0069006e006700650072002000740069006c0020006100740020006f0070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f8006a006500720065002000620069006c006c00650064006f0070006c00f80073006e0069006e0067002000740069006c0020007000720065002d00700072006500730073002d007500640073006b007200690076006e0069006e0067002000690020006800f8006a0020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e007400650072006e00650020006b0061006e002000e50062006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e00200044006900730073006500200069006e0064007300740069006c006c0069006e0067006500720020006b007200e600760065007200200069006e0074006500670072006500720069006e006700200061006600200073006b007200690066007400740079007000650072002e>
    /NLD <FEFF004700650062007200750069006b002000640065007a006500200069006e007300740065006c006c0069006e00670065006e0020006f006d0020005000440046002d0064006f00630075006d0065006e00740065006e0020007400650020006d0061006b0065006e0020006d00650074002000650065006e00200068006f00670065002000610066006200650065006c00640069006e00670073007200650073006f006c007500740069006500200076006f006f0072002000610066006400720075006b006b0065006e0020006d0065007400200068006f006700650020006b00770061006c0069007400650069007400200069006e002000650065006e002000700072006500700072006500730073002d006f006d0067006500760069006e0067002e0020004400650020005000440046002d0064006f00630075006d0065006e00740065006e0020006b0075006e006e0065006e00200077006f007200640065006e002000670065006f00700065006e00640020006d006500740020004100630072006f00620061007400200065006e002000520065006100640065007200200035002e003000200065006e00200068006f006700650072002e002000420069006a002000640065007a006500200069006e007300740065006c006c0069006e00670020006d006f006500740065006e00200066006f006e007400730020007a0069006a006e00200069006e006700650073006c006f00740065006e002e>
    /ESP <FEFF0055007300650020006500730074006100730020006f007000630069006f006e006500730020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006e0020006d00610079006f00720020007200650073006f006c00750063006900f3006e00200064006500200069006d006100670065006e00200071007500650020007000650072006d006900740061006e0020006f006200740065006e0065007200200063006f007000690061007300200064006500200070007200650069006d0070007200650073006900f3006e0020006400650020006d00610079006f0072002000630061006c0069006400610064002e0020004c006f007300200064006f00630075006d0065006e0074006f00730020005000440046002000730065002000700075006500640065006e00200061006200720069007200200063006f006e0020004100630072006f00620061007400200079002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e0020004500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007200650071007500690065007200650020006c006100200069006e0063007200750073007400610063006900f3006e0020006400650020006600750065006e007400650073002e>
    /SUO <FEFF004e00e4006900640065006e002000610073006500740075007300740065006e0020006100760075006c006c006100200076006f0069006400610061006e0020006c0075006f006400610020005000440046002d0061007300690061006b00690072006a006f006a0061002c0020006a006f006900640065006e002000740075006c006f0073007400750073006c00610061007400750020006f006e0020006b006f0072006b006500610020006a00610020006b007500760061006e0020007400610072006b006b007500750073002000730075007500720069002e0020005000440046002d0061007300690061006b00690072006a0061007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f006200610074002d0020006a0061002000520065006100640065007200200035002e00300020002d006f0068006a0065006c006d0061006c006c0061002000740061006900200075007500640065006d006d0061006c006c0061002000760065007200730069006f006c006c0061002e0020004e00e4006d00e4002000610073006500740075006b0073006500740020006500640065006c006c00790074007400e4007600e4007400200066006f006e0074007400690065006e002000750070006f00740075007300740061002e>
    /ITA <FEFF00550073006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000500044004600200063006f006e00200075006e00610020007200690073006f006c0075007a0069006f006e00650020006d0061006700670069006f00720065002000700065007200200075006e00610020007100750061006c0069007400e00020006400690020007000720065007300740061006d007000610020006d00690067006c0069006f00720065002e0020004900200064006f00630075006d0065006e00740069002000500044004600200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e002000510075006500730074006500200069006d0070006f007300740061007a0069006f006e006900200072006900630068006900650064006f006e006f0020006c002700750073006f00200064006900200066006f006e007400200069006e0063006f00720070006f0072006100740069002e>
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f00700070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f80079006500720065002000620069006c00640065006f00700070006c00f80073006e0069006e006700200066006f00720020006800f800790020007500740073006b00720069006600740073006b00760061006c00690074006500740020006600f800720020007400720079006b006b002e0020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50070006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f0067002000730065006e006500720065002e00200044006900730073006500200069006e006e007300740069006c006c0069006e00670065006e00650020006b0072006500760065007200200073006b00720069006600740069006e006e00620079006700670069006e0067002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006e00e40072002000640075002000760069006c006c00200073006b0061007000610020005000440046002d0064006f006b0075006d0065006e00740020006d006500640020006800f6006700720065002000620069006c0064007500700070006c00f60073006e0069006e00670020006600f60072002000700072006500700072006500730073007500740073006b0072006900660074006500720020006100760020006800f600670020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e0020006b0061006e002000f600700070006e006100730020006d006500640020004100630072006f0062006100740020006f00630068002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006100720065002e00200044006500730073006100200069006e0073007400e4006c006c006e0069006e0067006100720020006b007200e400760065007200200069006e006b006c00750064006500720069006e00670020006100760020007400650063006b0065006e0073006e006900740074002e>
    /ENU <FEFF005500730065002000740068006500730065002000730065007400740069006e006700730020007700680065006e0020007300750062006d0069007400740069006e006700200074006f002000410053004d002000610074000d004800650077006c006500740074002d005000610063006b006100720064002e002000540068006500730065002000730065007400740069006e006700730020007200650071007500690072006500200066006f006e007400200065006d00620065006400640069006e0067002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


