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PROBLEM

| need to replace a mirror disk that has becone defective. The disk is part of
a volume group used in a ServiceGuard cluster. |s there a procedure for doing
t his?

RESOLUTION

There are two tactics to consider to replace a defective mrror disk.

1 Rermove the disk fromthe volunme group before replacing it.
This is less error-prone because it does not depend on the
vgcfgbackup file for the volume group to be accurate, nor does
it depend on the vgcfgrestore comand to properly restore the
LVM structures.

1 Replace the disk while a nenber of the vol ume group.
The vgcfgbackup file for the volune group nust be current! If a
vgcf gbackup cannot execute because of the mirror disk, use the
previ ous net hod.

NOTES:

- LVM commands in this docunent denonstrate syntax. Naturally, the reader
shoul d use values valid for the situation.

- The procedures in this docunent are perforned on only one node in the
cluster. There is no need to reconfigure the other nodes in the cluster
if the repair is successful

Renpvi ng the disk fromthe vol ume group

In this strategy, 'lvreduce' and 'vgreduce' comrands are used on one server
only. This will negate the mirror on the disk and renove the disk fromthe
/etc/lvntab file on that server but not on the other adoptive nodes.

The disk is then replaced, pvcreated, vgextended back into

the volume group and then |vextended as a mrror to each |ogica

volume it's predecessor used to protect. It is possible to remobve a disk
froman active VG when the di sk has no active | ogical extents.

Process:
1. On the server where the package is active, |vreduce the nmirrors off of
t he di sk:

# |l vreduce -m 0 /dev/vg02/1vol 1 /dev/dsk/c6t4d0

Repeat as needed for all |ogical volunes on the defective disk
To determ ne which | ogical volumes are mirrored, use |vdisplay,
| ooking for 2x or 3x as many "Allocated PE' as "Current LE"

Use pvdi splay to determi ne which LVO.s are mirrored on the disk.



The di sk can be renmpved fromthe vol ume group while the package is
runni ng:

# vgreduce /dev/vg02 /dev/dsk/c6t4d0
# strings /etc/lvntab
The di sk path shoul d be gone fromthe file.

If the disk is hot-swappable, replace it at this time. If not, the
Servi ceGuard package nust be halted and the di sk chassis powered down
before repl aci ng the disk.

Once the disk is replaced, load it with an LVM structure and adopt it
back into the volume group and mirror to |ogical volunes:

# pvcreate -f /dev/rdsk/c6t4do0
# vgchange -a e vg02 # if the VG was deactivated previously
# vgextend /dev/vg02 /dev/ dsk/c6t4d0
# |l vextend -m 1 /dev/vg02/1vol 1 /dev/dsk/c6t4d0

Repeat the mirroring for each |ogical volune as needed.
NOTE: creating a mirror may take tens of m nutes

I f the package was halted to conplete this process, deactivate the VG
and start the package.

--- end of process in this secton ---

Repl acing a disk without rempbving it fromthe VG

In this strategy, the system administrator relies upon a current
vgcf gbackup file for the volune group of the defective disk as well as a
functional vgcfgrestore (vgcfgrestore may require a patch).

Process:

1

If the disk is hot-swappable, replace it at this time. |If not, the
Servi ceGuard package nust be halted and the di sk chassis powered down
before repl aci ng the disk.

Wth a new disk in place, performthe vgcfgrestore command to replace
the LVM structures on the disk:

# vgcfgrestore -n vg02 /dev/rdsk/c6t 4d0
Insure all of the disks in the VG have the cluster |ID | oaded:

# vgchange -c y vg02
Servi ceGuard must be running on this node for the

-c y" to succeed
Activate the volume group to verify LVM accepts the disk in the VG

# vgchange -a e vg02
Servi ceGuard must be running on this node for the

-a e" to succeed

The vgsync command synchroni zes the physical extents of each nirrored
| ogi cal volume in the volune group. Synchronization may take tens of
m nut es.

# vgsync vg02

Check successful conpletion






