SOW

Project is an implementation of BC and DP for SAP cluster environment 

Hardware architecture 

























































OS – SUSE Linux Enterprise
Volume manager - EVMS2

Cluster software - SLES HA cluster

Storage - EVA4400

Current issue 

4 scripts were written by BC expert for the BC functionality. 

1. BC sync – synchronize the production volumes with BC volumes 
2. BC split – detach the mirror volumes 
3. Un-mount volume – unmount the volumes on production server  
4. Mount volume – mount the BC volumes on backup server (erpbk101) for the backup
Then DP will initiate media management  

1,2,3 scripts are executing on both nodes without any issue. But 4th script fails when active node is erpdb01 (node1). 

BC volumes presented and visible to EVMS (can see through EVMS GUI) but when tried to mount with CLI commands it fails. We had the same problem on Node2 at the first time but with metadata restoration on Node2 on backup server has solved this issue.  

Correction steps so far

Take a metadata backup from node1 (when active) and restore on backup node. 

Command was ‘metadata –p –s <disk id>’ 

This seems to be the correct command to fix this issue since it has fixed similar problem on node2 at the first place. 

But due to some reason its fails with the error “No backup information found for 3600508b40008dfc70001100000280000” 
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